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Standard line slopes as a measure of a relative matrix effect
in quantitative HPLC–MS bioanalysis
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Abstract

A simple experimental approach for studying and identifying the relative matrix effect (for example “plasma-to-plasma” and/or “urine-to-urine”)
in quantitative analyses by HPLC–MS/MS is described. Using as a database a large number of examples of methods developed in recent years in
our laboratories, the relationship between the precision of standard line slopes constructed in five different lots of a biofluid (for example plasma)
and the reliability of determination of concentration of an analyte in a particular plasma lot (or subject) was examined. In addition, the precision of
standard line slopes was compared when stable isotope-labeled analytes versus analogs were used as internal standards (IS). Also, in some cases,
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direct comparison of standard line slopes was made when different HPLC–MS interfaces (APCI versus ESI) were used for the assay
ompound, using the same IS and the same sample preparation and chromatographic separation conditions. In selected cases, th
tandard line slopes in five different lots of a biofluid was compared with precision values determined five times in a single lot. The resu
tudies indicated that the variability of standard line slopes in different lots of a biofluid [precision of standard line slopes expressed asent
f variation, CV (%)] may serve as a good indicator of a relative matrix effect and, it is suggested, this precision value should not excee

he method to be considered reliable and free from the relative matrix effect liability. Based on the results presented, in order to assesse
atrix effect in bioanalytical methods, it is recommended to perform assay precision and accuracy determinationin five different lots of a biofluid,

nstead of repeat (n = 5) analysis in the same,single biofluid lot, calculate standard line slopes and precision of these slopes, and to use
lope precision value as a guide for method applicability to support clinical studies. It was also demonstrated that when stable isot
nalytes were used as internal standards, the precision of standard line slopes in five different lots of a biofluid was≤2.4% irrespective of th
PLC–MS interface utilized. This clearly indicated that, in all cases studied, the use of stable isotope-labeled IS eliminated relative mact.
lso, the utilization of the APCI interface instead of ESI led to the elimination of the relative matrix effect in all cases studied. When the
f standard line slope values exceeds the 3–4% limit, the method may require improvements (a more efficient chromatography, a mo
xtraction, a stable isotope-labeled IS instead of an analog as an IS, and/or a change in the HPLC–MS interface) to eliminate the rel
ffect and to improve assay selectivity.
2005 Elsevier B.V. All rights reserved.
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. Introduction

High-performance liquid chromatography (HPLC) with tan-
em mass spectrometric (MS/MS) detection has been demon-
trated to be a powerful technique for the quantitative deter-
ination of drugs and metabolites in biological fluids. How-

ver, the common perception that utilization of HPLC–MS/MS
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guarantees selectivity has been challenged by a numb
reported examples of lack of selectivity due to ion supp
sion or enhancement caused by the sample matrix[1–6] and
interferences from metabolites[7–9]. In light of these seriou
method liabilities, questions about how to develop and val
reliable HPLC–MS/MS methods are being raised. The ce
issue is what experiments, in addition to the validation data
ally provided for bioanalytical methods, need to be condu
to demonstrate the absence of a relative (“lot-to-lot”) ma
effect and to confirm HPLC–MS/MS assays selectivity. The
rent U.S. Food and Drug Administration’s (FDA) Guidance
Industry on Bioanalytical Method Validation[10] and a Confer
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ence Report from the workshop held on the same subject[11],
clearly indicate the need for the assessment of matrix effect
during development and validation of HPLC–MS/MS methods
“to ensure that precision, selectivity, and sensitivity will not be
compromised”[10,11]. However, in both of these documents the
experiments necessary to demonstrate the presence or absence
of matrix effect in a given bioanalytical method are not described
and/or suggested. In several recent papers, experiments confirm-
ingqualitatively the presence of matrix effect in biological matri-
ces in comparison with the MS/MS response in neat solvents or
HPLC mobile phases were described[12–15] but they do not
provide guidance of how to evaluate and determine if anexisting
analytical method or a method under development is selective
or suffers from the lack of selectivity due to the effect of matrix.

In our previous publications[4,6] we described strategies that
allowed experimental demonstration, during assay development
and validation, of the absence or presence of matrix effect in a
newly developed bioanalytical method. This information then
served as a guide for making changes and corrections, if any,
to the original method that would allow the establishment of a
truly selective method free of matrix effect interferences. These
strategies were illustrated using as an example the experimental
data obtained during development of bioanalytical methods for
one of the drug candidates studied in our laboratories. These
strategies included the determination of peak area ratios of a
drug to an internal standard in different lots of a biofluid for
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without the presence of analyte(s) of interest should be gener-
ated. However, construction of such standard lines is impossible
in practice. As a workable alternative, by eliminating matrix
effect when at least control biofluids from different sources or
subjects are evaluated during assay validation, may increase
considerably the probability for the method to be much more
reliable. In the experiments presented in this paper, assay vali-
dations were performed in five different lots of a biofluid instead
in a single lot. The major consideration here was not to increase
the number of experiments/injections usually performed in typ-
ical assay validation experiments but to get some critical insight
into method reliability. By eliminating matrix effects in plas-
mas or urines originating from at least five different sources, the
likelihood of providing more accurate bioanalytical and phar-
macokinetic (PK) data may dramatically increase.

Using as examples a large number of methods developed in
recent years in our laboratories, the relationship between the pre-
cision of standard line slopes constructed in five different lots of
a biofluid and the reliability of determination of concentration of
an analyte in a particular biofluid lot (or subject) was examined.
In addition, the precision of standard line slopes was compared
when stable isotope-labeled analytes versus analogs were used
as internal standards (IS). Also, in some cases, a direct compari-
son of standard line slopes was made when different HPLC–MS
interfaces (APCI versus ESI) were used for the assay of the same
compound, using the same IS and the same sample preparation
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f the “absolute” and “relative” matrix effect, and a quantita
ssessment of matrix enhancement and ion suppression[4,6].
similar method based on the assessment of the drug/IS

t single concentration in different lots of a biofluid was l
pplied for the assessment of differential ion suppressio

wo test compounds in plasma[16]. In addition, in our earlie
aper[6] we have suggested, based on the data obtained
ingle analyte, that determination of slopes of standard cu
onstructed in different biofluid lots may serve as an indicat
he relative matrix effect. Thisrelative matrix effect is of primary
oncern in quantitative bioanalysis since in everyday prac
he standard curve samples are prepared in asingle lot of a
iofluid, and this curve is used next to determine concentra
f analytes in plasma samples originating frommany different
ubjects/patients, at various time points (hours, days, w
fter dosing, and from different population pools. If the rela
S/MS response is affected by the matrix, the pharmacoki
ata obtained using a bioanalytical method for which the abs
f a relative matrix effect was not demonstrated may be
eous. Therefore, it is of critical importance to study, iden
nd eliminate the relative matrix effect in the bioanalytical a
rocedures. A simple experimental approach for studying

dentifying this effect is described. The method is based o
etermination of slopes of standard lines constructed in five

erent lots of a biofluid during method validation.
In order to unequivocally eliminate the relative matrix ef

ncertainty during post-dose sample analyses, standard lin
n analyte(s) in exactly the same post-dose biofluid sample

aining the same endogenous compoundsand metabolites bu
l-

s

r

a

,

s

)

e
-

or
-

rocedure, and under the same chromatographic separatio
itions. In selected cases, the precision of standard line s

n five different lots of a biofluid was compared with precis
alues determined five times in a single lot. The results o
hese studies indicated that the variability of standard line s
n different lots of a biofluid [precision of standard line slo
xpressed as coefficient of variation, CV (%)] may serve
ood measure of a relative matrix effect and that this prec
alue should be very high for the method to be considered
ble and free from relative matrix effect liabilities.

. Experimental

.1. Materials

All compounds studied and their respective internal stand
ere synthesized at Merck Research Laboratories (Rahwa
nd West Point, PA, USA). All solvents and reagents wer
PLC or analytical grade and were purchased from Fisher
ntific (Fair Lawn, NJ, USA). The different lots of drug-fr
uman, heparinized plasma originated from Biological S
ialties Corporation (Lansdale, PA, USA). Human urine s
les originated from laboratory volunteers. Cerebrospinal
CSF) originated from subjects participating in clinical st
es. Nitrogen (99.999%) was purchased from West Point Su
West Point, PA, USA).

.2. Instrumentation

Perkin-Elmer (PE) Sciex (Thornhill, Ontario, Canada) A
000 and Applied Biosystem/MDS Sciex (Concord, Onta
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Canada) API 4000 tandem mass spectrometers equipped with an
atmospheric pressure chemical ionization (APCI, heated nebu-
lizer, HN) or an electrospray ionization (ESI, ion spray, ISP,
or turbo-ion spray, TISP) interfaces, a Perkin-Elmer Series 200
(Norwalk, CT, USA), Shimadzu SIL-HTC (Kyoto, Japan) or
similar autoinjectors, and a PE 200, Shimadzu LC-10ADVP or
similar quaternary pumps were used for HPLC–MS/MS anal-
yses. The data were processed using MacQuan or Analyst

TM

software (PE Sciex).

2.3. Standard solutions

Stock solutions of standards were prepared in mobile phases.
These stock solutions were then diluted further with the mobile
phase to give a series of working standards that were used for the
preparation of standard curve samples. A similar procedure was
used for the preparation of stock solutions of internal standards.
These stock solutions were serially diluted with the mobile phase
to yield working standards that were used for spiking all standard
curve samples.

2.4. Chromatographic conditions

Chromatographic separation was performed on a variety of
analytical columns with mobile phases consisting of acetoni-
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the analytes versus respective internal standards were utilized
for the construction of calibration lines, using weighted (1/x2)
linear least-square regression of the plasma concentrations and
measured peak area ratios. Samples prepared in the first lot of a
biofluid were injected first followed by samples from consecu-
tive lots.

2.6. Sample preparation

Samples for construction of standard lines were prepared in
five different lots of a biofluid and were used to evaluate the
assay accuracy, precision, and the absence or presence of a “rel-
ative” matrix effect. This approach was different than a common
practice of evaluating assay precision and accuracy that involves
repeat analyses (n = 5 at selected concentrations on the standard
line) of standard curve samples prepared in thesame, single lot of
a biofluid. By comparing slopes of standard lines between these
five different sets, the absence or presence of a “relative” matrix
effect on the quantification of analytes was assessed. Slopes of
standard lines were determined from the linear regression anal-
ysis of the peak area (height) ratios of drug/IS versus analyte
concentrations. Since standard curve samples were prepared by
spiking a biofluidbefore extraction, the peak areas of drug and
the IS reflected overall “process efficiency” (PE) of the proce-
dure [6], a combination of efficiency of analyte recovery and
the effect of matrix on ionization. Although the absolute peak
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rile (ACN) and water containing formic acid and/or ammon
cetate pumped, depending on the column diameter, at a
ate of 0.2–1 mL/min. The chromatographic conditions w
djusted in such a way that the capacity factors (k′) of ana-

ytes and internal standards in all cases studied werek′ > 2.
hen the direct comparison between APCI and ESI in

ace was made, the total eluent from the column (for ex
le, 1 mL/min) was directed to the APCI interface, wher

n the case of the ESI interface, the effluent was split
xample, 95:5) and the flow directed to the ESI interface
0�L/min.

.5. HPLC–MS/MS conditions

A PE Sciex triple quadrupole mass spectrometer (Sciex
000 or API 4000) was interfaced via Sciex HN, ISP or T
robes with the HPLC system. The HN probe was mainta
t 500◦C and gas phase chemical ionization was effected
orona discharge needle using positive and/or negative ion
pheric pressure chemical ionization (APCI). The nebulizing
N2) pressure was set for the HN and ISP interfaces at 80
0 psi, respectively. The curtain gas flow (N2) was 0.9 L/min
nd the sampling orifice potential and other mass spectrom
ompound-specific parameters were optimized for each
ound. The dwell time was 250–400 ms and mass analyze
nd Q3 were operated at unit mass resolution. The mass

rometer was programmed to admit the protonated [M ++

r deprotonated [M− H]− molecules of analytes via the fi
uadrupole filter (Q1). Collision induced fragmentation at
ielded the product ions at Q3 that were monitored. Peak
r height ratios obtained from selective reaction monitorin
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reas (heights) of analytes at the same concentration may
erent in different biofluid lots (due to differences in extract
fficiency and/or matrix effect on ionization or both), the ra
f drug/IS in different biofluid lots (and slopes of the stand

ines derived from these ratios) should not be affected. Th
ore, slopes of standard lines in different biofluid lots may s
s a good measure of the “relative” matrix effect (defined
s the combination of the effect of matrix on both recover
nalytes from different lotsand ion suppression or enhancem
etween different lots).

Different sample preparation procedures were utilized
arious compounds and included solid phase (SPE)
iquid–liquid extraction (LLE) in a 96-well format. These p
edures were partially automated using Tomtec Quadr
Hamden, CT, USA) and Packard Multiprobe Robotic Syst
Downers Grove, IL, USA). When comparison between di
nt interfaces was made, samples were analyzed first usi
SI interface and as soon all samples were analyzed, the
amples were injected again into the same HPLC–MS/MS
em equipped with the HN interface.

.7. Precision, accuracy and recovery

The precision of the method was determined by the repl
nalyses (n = 5, in five different lots) of a biofluid containin
n analyte at all concentrations utilized for the constructio
alibration curves. The linearity of each standard curve was
rmed by plotting the peak area ratio of an analyte/IS ve
rug concentration. The accuracy of the method was expr
y [(mean observed concentration)/(spiked concentrat
100.
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2.8. Selectivity and “cross-talk” effect issues

Selectivity of all methods was confirmed by analyzing control
biofluid blanks from six different sources without the presence
of internal standards. No response in MS/MS channels used for
monitoring both drugs and internal standards was observed. In
addition, the absence of “cross-talk” between channels used for
monitoring a drug and an IS was confirmed by injecting sep-
arately samples containing an IS at the concentration used in
the assay and monitoring the response in the MS/MS channel
used for detecting the drug, and by injecting samples contain-
ing a drug at the highest concentration on the standard line and
monitoring the response in the IS channel. No “cross-talk” was
observed in all cases studied.

3. Results

The precision values of standard line slopes constructed in
five different lots of biofluids for the 52 methods recently devel-
oped in our laboratories for various drug candidates entering
clinical development are listed inTable 1(column A). These val-
ues are listed in the descending order from the highest precision
methods (small slope precision values) to the lowest precision
methods (large slope precision values). In addition, the percent
difference between the lowest and highest slope values obtained
in these five different biofluid lots for each compound are also
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biofluid was high and did not exceed the value of 3.4%. Simi-
lar data for methods described in the literature is not available
since in all cases reported, validation experiments (precision and
accuracy determination) are based on the repeat analysis in the
same, single biofluid lot. The reason for high precision values of
standard line slopes in methods developed in our laboratories is
largely due, in my opinion, to our early awareness[4–6] of the
need to develop methods free from relative matrix effect liabili-
ties. As recommended earlier[4,6], we routinely try to develop
methods that require an effective extraction of analytes from
biological fluids using SPE or LLE extraction and avoid highly
ineffective, “generic” sample extraction procedures, dilute-and-
shoot approaches, acetonitrile precipitation and injection of the
supernatant techniques, etc. In addition, all methods listed in
entries 1–45 (Table 1) required an effective HPLC separation
and retention of all analytes on the HPLC columns with the
retention factor (k′) of at leastk′ > 2. Under such conditions, the
likelihood of observing both an absolute and a relative matrix
effect is minimized[6]. In addition, in 17 out of 45 “good” cases
(entries 1–45), the stable isotope-labeled (SIL) internal standard
was used. The utilization of SIL internal standards effectively
eliminates any relative matrix effect liability with the assump-
tion that isotopic purity and stability issues of SIL standards
are addressed. Also, in the majority of cases, an APCI interface
(39 compounds) rather than the ESI interface (6 compounds)
was used. The APCI interface is known to be less prone for
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ncluded (column B). In column C, the range of precision
es, calculated from the peak area (height) ratios of drug/
ve different biofluid lots at all concentrations on the stand
ine are also tabulated. Entries in “bold” highlight cases w
table isotope-labeled internal standard was used in the as
ll other cases, analogs of compounds under study were u

nternal standards. When direct comparison was made be
ifferent interfaces used for analysis of samples from other

he same method, the entries inTable 1for these cases are und
ined. The type of interface utilized (column D) is indicated o
n cases when an ESI (ISP, TISP) interface was used. In all
ases, the APCI (HN) interface was applied. Only selected
ional details that are relevant to the discussion of the rel
atrix effect, for example when measurements were ma

he same, single lot of a biofluid instead of in five differ
ots (entries in “italics”), are included inTable 1. For simplic-
ty, all other experimental details of methods are omitted.
ast majority of compounds studied were early developm
andidates of proprietary nature and their chemical struc
annot be disclosed at this time. However, for the purpos
he discussion of the relative matrix effect, the knowledg
hemical structures of compounds under study is not of cr
mportance.

. Discussion

.1. General observations

For the vast majority of methods developed in our lab
ories and listed inTable 1(entries 1–45) the precision (C

) of standard line slopes constructed in five different lots
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xhibiting a matrix effect in comparison with ESI-type int
aces[4,6,13,17,18].

All assays listed in entries 1–45 are considered to be
dequate for supporting long-term human pharmacokinetic

es and may be considered as free from relative matrix e
ssues. In addition to high precision values of standard line s
<3.4%) constructed in five different lots of a biofluid (colu
, Table 1), the precision values at all concentrations used fo
reparation of standard curves and determined in five diff

ots of a biofluid, did not exceed 8.7% (column C,Table 1). Our
nternal validation procedures are significantly more deman
han recommended in references[10,11]and require the CV va
es at all concentrations on the standard linesin five different lots
f a biofluid to be <10% (<15% at the lower limit of quantific

ion, LLOQ) as opposed to <15% (<20% at LLOQ) in asingle lot
10,11]. The comparison of data in columns A and C (Table 1)
ndicates that the CV values listed in column C may not re
ully the extent of a relative matrix effect. No correlation betw
he increase in values in column A and a range of CV values
n column C is apparent. It was suggested earlier[4,6,16]that the
arge CV values in different lots of a biofluid may be indicativ

atrix effect, but these values may also reflect the overall re
ucibility of various sample preparation steps utilized in
ssay, the performance and ruggedness of the HPLC syste
ther assay method variables. For example, the assay CV
column C) at different concentrations was the same in en
1.1–7.9%) as in entry 43 (2.1–7.5%) whereas the CV of the
ard line slope (column A) was significantly higher (3.2) in e
3 than in entry 7 (0.7). This may indicate that the determina
f CV values in different lots of a biofluid, especially at a sin
oncentration on the standard line[16] may not be a good an
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Table 1
Summary of bioanalytical method validation data for selected compounds under development

Compound (entry) # A B C D
Slopes CV (%)a Slope difference (%)b Assay CV range (%)c Other detailsd

1 0.19 0.5 0.5–4.7 U, LLE
2 0.40 0.9 0.8–2.7 P, LLE
3 0.40 1.1 1.0–3.2 P
4 0.45 0.9 0.7–2.7 U, TISP, LLE
5 0.53 1.3 0.7–5.4 U
6 0.7 1.7 1.1–5.7 U, TISP, LLE
7 0.7 1.7 1.1–7.9 P, LLE
8 0.8 2.1 0.9–3.5 U, TISP, SPE
9 0.80 1.9 0.9–3.0 P

10 0.90 2.2 0.5–3.8 U, LLE
11 0.93 2.3 0.6–3.1 P, SPE
12 0.94 2.3 2.5–4.7 P
13 1.0 1.9 1.7–6.1 P, LLE
14 1.0 2.3 1.4–3.5 P, classical LLE
15 1.0 2.5 0.8–3.2 P, LLE
16 1.0 3.0 1.3–8.5 P, LLE
17 1.2 3.0 1.5–2.9 P
18 1.2 2.7 0.9–7.8 P, LLE
19 1.2 3.3 1.3–3.8 P, LLE
20 1.3 3.0 0.9–6.0 S
21 1.3 3.6 0.5–2.1 U, DI
22 1.4 2.9 0.8–4.1 U
23 1.5 4.4 0.9–8.0 P, LLE
24 1.6 4.6 1.6–6.9 P, LLE
25 1.6 4.3 1.8–6.8 P, LLE, TISP
26 1.6 4.8 1.7–6.9 U, LLE, TISP
27 1.7 4.2 0.7–3.6 P
28 1.8 4.0 1.1–3.3 P
29 1.8 4.7 1.6–4.2 U, TISP, LLE
30 1.8 4.5 1.0–5.5 U, LLE
31 1.9 3.7 1.8–8.1 U, LLE, DI
32 1.9 5.1 2.1–3.7 U
33 2.0 5.5 1.2–4.2 P, TISP, LLE
34 2.0 6.0 3.0–4.9 P
35 2.2 5.3 1.2–3.0 P
36 2.3 4.8 1.5–8.1 U, LLE
37 2.3 5.6 3.1–7.4 U
38 0.31 0.8 1.7–6.9 CSF, SL
39 2.4 5.0 2.4–6.4 P, TISP
40 2.5 6.6 2.0–3.7 P, LLE
41 2.6 5.8 2.0–5.1 P, LLE
42 2.9 8.0 2.2–4.6 U
43 3.2 7.3 2.1–7.5 U
44 3.3 8.0 5.1–8.7 U
45 3.4 9.8 2.6–5.4 U, SPE
46 4.6 11.5 4.1–7.3 U, TISP
47 5.0 15.0 5.8–8.2 P
48 6.5 18.3 1.5–7.7 U, DI
49 8.7 20.5 4.0–9.3 P, TISPe

50 13.2 34.3 11.1–27.8 P, ISPf

51 2.4 6.5 4.2–8.5 P, ISP, SLf

52 16.1 46.3 7.5–14.9 P, TISPe

a Precision value (coefficient of variation, CV) of slopes of standard lines constructed in five different lots of a biofluid.
b Maximum difference between the highest and the lowest slope values divided by the lowest slope value and multiplied by 100.
c Range of coefficient of variation values (method precision) determined at all concentrations used for constructing standard lines.
d The following abbreviations were used: P: plasma; U: urine; S: serum; ESI: ISP or TISP interface; SPE and/or LLE: solid phase and/or liquid–liquid extraction

in 96-well format; SL: single lot of a biofluid; DI: direct injection, no sample extraction; CSF: cerebrospinal fluid.
e Exploratory assay, four different plasma lots, validation data limited.
f Reported earlier[6].
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sensitive indicator of the presence and/or absence of a relative
matrix effect. In order to eliminate method variability reflected
in the CV values obtained at asingle, representative concen-
tration in five different lots[16], these CV values should rather
be compared with the analogous CV values obtained by repeat-
ing the analysis (n = 5) in a single lot. Any difference between
these two CV values may be indicative of the contribution of
the relative matrix effect to the CV values obtained in differ-
ent lots. Also, the CV values determined in different biofluid
lots but at asingle concentration may be highly concentration
dependent. In addition, the reproducibility of determination of
CV values at asingle concentration may be variable on a day-to-
day basis. Instead, the determination of CV values of standard
line slopes encompassing all concentrations within the standard
curve range is quite reliable and reproducible. These standard
line slope CV values determined in different biofluid lots may
constitute the best indicator of the presence/absence of the rel-
ative matrix effect in a bioanalytical method.

4.2. Range of standard line slope values in different lots of
a biofluid

The difference in slope values for standard curves prepared in
different lots of a biofluid (column B,Table 1) represents a differ-
ence between concentration obtained in an assay when an analyte
present in one lot of a biofluid (for example, originating from a
s con-
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more reliable and free from relative matrix effect liability. The
currently proposed cut-off value of <3–4% (CV of standard line
slopes in different lots of a biofluid, column A) for acceptance
of an analytical method as practically free from a significant
relative matrix effect liability is based on comparison of entries
1–45 versus 46–52 in columns A and B (Table 1). For example,
at 5% CV (entry 47, column A), the difference in the deter-
mined concentration solely due to the matrix effect may be as
high as 15%, and even higher (18.3–46.3%) at higher slopes
CV values (8.7–16.1%) (entries 48–50, 52, columns A and B).
Based on the data obtained for asingle analyte[6], we have
proposed earlier a cut-off value of <4–5% for the method to be
acceptable. However, now, based on a large number of assay
data (Table 1) accumulated and presented in this paper for 52
different methods, the <3–4% cut-off value may be considered
as more appropriate.

4.3. Comparison of precision (CV) of standard line slopes
constructed in different lots versus repeated analysis in a
single lot

The comparison between CV values of standard line slopes
obtained in five different biological fluid lots with the CV of sim-
ilar five slopes obtained in a single lot may serve as an excellent
indicator of the relative matrix effect[6]. This is illustrated by
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(maximum difference in standard line slopes was 5.6%, column
B). In the case of CSF (entry 38) analyses were performed in a
single lot due to the difficulties in obtaining CSF samples from
multiple sources (subjects).

4.4. Use of stable isotope-labeled internal standard

In 17 (44%) of methods (Table 1) characterized by the high
precision (≤2.4%) of the slope values in different biofluid lots
(entries 1–39), SIL analytes were used as internal standards.
When SIL internal standards were utilized, the precision of
standard line slopes (column A) in different lots varied from
0.4% (entry 2) to 2.4% (entry 39). These data clearly indicated
that the utilization of stable isotope-labeled internal standards
effectively eliminated relative matrix effect liability. However,
in all cases, the issues of isotopic purity of compounds, “cross-
contamination” or “cross-talk” between MS/MS channels used
for monitoring the drug and IS, and isotopic stability of an IS
(absence of isotope exchange) needed to be addressed[19].
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.6. Additional comments

In the course of utilization of a method for long-term bioa
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nt. The determination of standard line slopes in widely diffe
)
-
)

-

y

n

n

y

er

s
f

nalysis (n = 5) in a single lot may also serve as an exce
easure of a relative matrix effect. Such experiments cl

ulfill the requirements of the FDA Guidance[10,11] requiring
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Use of stable isotope-labeled analogs as internal stan
ffectively eliminates relative matrix effect liability and, wh
vailable, is highly recommended. In all other cases, a ca
hoice of the MS interface (APCI versus ESI), sample pr
ation conditions, and effective HPLC separation is neede
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